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1. Introduction

Under normality, we derive a higher order approximation to the 100a percentile using the
Cornish-Fisher expansion (see Akahira (1995)), and show it to be fairly accurate. Recently, the
limiting distribution of the non-central t-statistic under non-normality has been discussed by Bentkus
et al. (2007), but its speed of covergence does not seem to be high. Here we derive a higher order
approximation to the upper 100« percentile, without the normality assumption, in a similar way to
Akahira (1995), and also obtain the confidence limit and the confidence interval of a non-centrality
parameter (see Akahira et al. (2009)).

2. The non-central t-statistic and the approximation of its distribution

Suppose that X1, Xo,---, X, - is a sequence of independent and identically distributed (i.i.d.)
non-degenerate continuous random variables with mean p, variance 1 and finite sixth moment. Let
o= El(X =] (G = 2,...,6), X == (I/n) X1, X, S7 == X (Xi — X)?/(n — 1). Define
T, := /nX/S, as the non-central t-statistic when p # 0 where S, = +/S?

2. If the underlying
distribution is N(u, 1), then T;, follows the non-central t-distribution with n — 1 degrees of freedom
and a non-centrality parameter u/n. Here we put o, := E(S,). For any a with 0 < o < 1, there
exists t, such that P{T,, < t,} =1—a. The t, is called the upper 100« percentile of the distribution
of the non-central t-statistic 7,. In order to obtain the approximation to a percentage point of the
distribution of the non-central t-statistic, we calculate the mean, variance and covariance of X and

S,,. First we have for any t € R!
(1) P AT, <t} =P, {vnX —tS, <0} = P, {V/n(X — p) —t(Sp — 0p) < —p/n+ top} .

Here, for each i = 1,2,---, let X! := X; — u. Note that p; = E(Xl{j) (j =2,....6). Then (1) is written
as

(2) P AT, <t} =P {VnX' —t(S, —on) < an(t)} = Po{Z — t(Sn — 0p) < an(t)},
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where a,(t) := —py/n+to, and Z := /nX’ with X’ := (1/n) Y1 X/. Since E(X/) =0 (i =1,2,--),
putting Y, := Z — t(S,, — 0,,), we obtain the mean E;(Y,,) = 0 and the variance

(3)  Vi(Yy) = nV(X') +t*V(S,) — 2v/ntCov(X’, Sy),

where Cov (X', S,,) denotes the covariance between X’ and S,. In the right-hand side of (3), we have
(4) nV(X) =1, V(S,) =FE(S%) —02=1-02 Cov(X' S,)=FEX'S,).

Here, we consider the case when ¢ = O(y/n). Then we have

1

(5) on=1-—(pa—1)~—

1
8n {8(6,“% — 6 + 3pa +2) + 15(pa — 1)2} +0 <n3) ’

L
128n2

_ 1 1
(6) E(X/Sn) M3 —|- T6n2 (9M3 — 2us + 3M3M4) + 0 ( >

From (3) to (6) we have

2
(7) vt<y>—1_tji+j<u —1)—M’%(gug_guﬁguwdw(&).

Letting W,, :=Y,,/\/Vi(Yy), we obtain Ey(W,,) = 0 and V;(W,,) = 1. On the third cumulant of Y,,, we
have from (5)

2
8) wao(V) = 22— {200 =) = i} + 1= (s — i+ 5))

3

16n2

t3
(1+2p6 — 1243 — 3u3) + O <n3> .

Letting t = ¢y/n + d with some constants ¢ and d, from (7) and (8) we have

e d d?
9)  Vea(Yn) -—1—cu3+z(u4—1)+ﬁ{6(u4—1)—2u3}+ﬁ(u4—1)
Oy — 215+ Bpupa) + O | ——
5, 9K = 2u5 + Buzpa nin )
(10) R3,c,d(Yn)
1 3c
:% M3—Z{2(#4 M3}+7{M5—M3( 4+5)}—*(1+2M6—12M3—3M4)
3d 4 {2( 2138 5 2(1+2 1242 — 32
~Ton [4{2(pa —3) — p3} — 8c{ps — papa + 5)} + (1 + 2p6 — 12p5 — 37|

o (o)

3. A higher order approximation to a percentage point of the distribution of the non-
central t-statistic and its application

From (2) we obtain

(11) PAT, <t} =P {Z —t(Sp —0p) < an(t)} = Po{Yn < an(t)} = Py {Wn < W} .
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Using the Cornish-Fisher expansion, we can obtain a higher order approximation formula of a
percentage point of the distribution of T;,.
Theorem 1 The upper 100« percentile £, of the distribution of 7}, can be derived from the formula
taOn — /N 1 < 1 )
9

12) ———— = uq + =k3¢, Wy uz—l + 0
(12) R o, (W)~ 1)

where u,, is the upper 100« percentile of the standard normal distribution, o, and V;(Y;,) are given
by (5) and (7), respectively, and k3 +(Wp) = r3,(Y7) {Vi(Y,)} %% with (8).

Corollary Let T, be the non-central t-statistic. Then the lower confidence limit § of the non-
centrality parameter & := py/n of level 1 — o and the confidence interval [§,d] of & of level 1 — a are

given by
R 1 1
0= ondy — V VTn(Yn) {ua + éﬁS,Tn(anui - 1)} + Op (n> ’
1 1
3 =0T — Vi, (Yn) {ua/2 + 6"63,Tn(Wn)(Ui/2 - 1)} + Op (n> ;
_ 1 ) 1
0 =0nTn+ V1, (Yn) { tlay2 + 63T (Wn)(ua/Z -1)¢+0p n)

Since t, is the upper 100« percentile of the distribution of the non-central t-statistic 7T, it
follows from (9), (11) and the first order approximation that to = (1/0y){pv/n+tar/Vea(Yn)} +o0(1).
From (5) and (9) we have to = pu/n + ua{l — cus + (2/4) (ua — 1)}Y/2 + o(1). Here, letting ¢ = p, we
obtain d = oguq, where og := {1 — pusz + (u?/4)(ua — 1)}/2. From (9) and (10) we have

00U

(13)  Viooua (Yn) =0g + 2/ {u

(pa —1) — 2u3}

g
+

n 1
— 1= 29y —2 -
(14 ) 8n(9ﬂs ps + 3uspa) + O <n\/ﬁ> )

22
4n
1 %

K3 m00u0 (Yn) :% [Ms ~ 16 {12(2(pa — 3) — p13) — 125 — ps(pea + 5))

+? (1 + 2p6 — 1213 — 313) }]

300ua
16n

[4{2(pa — 3) — 3} — 8 {5 — pa(pa +5)}

1
2 2 2
1% (1 + 26 — 123 — 3p3) ] + O (W)

:;jﬁ-}-i‘f—o (n\l/ﬁ) (say).

Theorem 2 The upper 100« percentile ¢, of the distribution of the non-central t-statistic 7T}, is given
by

1 1

1
la = P [N\/ﬁ + 1/ Viooua (Yn) {Uoz + 6”3,u,ooua(Wn)(Ui -1)+0 <n> H )

where o, and V), 5yu, (Y) are given by (5) and (13), respectively and

Vn 4n

s A 3Au
H3,p,ooua(Wn) =0y 3 [ <

{plpa = 1) = 2p5} + % o (71\1/5)]
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with
A=p3— % (12 {2(pua — 3) — p3} — 120 {ps — p3(pea + 5)} + p* (1 + 2p6 — 1203 — 3u3)]
3(70ua

B=—

6 [4{20m = 3) = 3} — 8 {ps — pa(pa +5)} + p* (1 + 206 — 1205 — 3] -

The limiting distribution of the non-central t-statistic 7), is given by Bentkus et al. (2007), i.e.
the statistic o ' (Ty, — jy/n) converges in law to N (0,1) as n — co. Then the upper 100a percentile t,,
of the distribution of T;, is asymptotically given by t, = p/n+ ogua +0(1) as n — oo, which concides
with the first order approximation of (12).

4. Conclusion

Without the normality assumption, we derive the higher order approximation to the percentage
point of the distribution of a non-central t-statistic, using the Cornish-Fisher expansion, from which
the approximate value is easily obtained by a calculator. In the cases of gamma, exponential, two-
sided exponential, normal, t-, Weibull, logistic and Birnbaum-Saunders distributions, the higher order
approximation is seen to be numerically better than the first order one. The errors of the higher order
approximation are almost below 10 percent for a sample of size n bigger than 20 in the above cases.
Hence it seems to be useful for symmetric and asymmetric distributions.
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RESUME (ABSTRACT) — optional

In a usual case, the distribution of the statistic based on a random sample from the normal
distribution with mean 0, under non-zero mean, is called the non-central distribution. the non-central
distribution is useful for calculating the power in hypothesis testing, obtaining the confidence inter-
val of a non-centrality parameter. In such a case a percentage point of the non-central distribution
plays an important part, but it is not so easy to get the percentage point analytically. So, a higher
order approximation for a percentage point of the non-central t-distribution under normality is given
by Akahira (1995, Commun. Statist. -Simula., 24, pp. 595-605) and is also shown to be numerically
better than others. In this article, without the normality assumption, we obtain a higher order ap-
prozimation to the percentage point of the distribution of a non-central t-statistic, in a similar way to
Akahira (1995) where the statistic based on a linear combination of a normal random variable and a
chi-statistic takes an important role. Its application to the confidence limit and the confidence interval
for a non-centrality parameter are also given. Further, a numerical comparison of the higher order
approzimation with the limiting normal distribution is done and the former is shown to be more ac-
curate. As a result of the numerical calculation, the higher order approximation seems to be useful in
practical situations, when the size of sample is not so small.



