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Abstract:

We illustrate a few popular Randomized Response Techniques to elicit responses
to sensitive items. Both qualitative and quantitative characteristics are covered. General
Sampling Schemes even without replacement are permitted. Also allowed is an
undisclosed option to respond directly instead. Certain relevant procedures are critically

examined.

Introduction:

We consider a finite population U = (1, .., i, .. , N) of a known number N of

persons identified by respective labels 1 through N. On U is defined a vector

N
Y = (yl,.., Vi yN) of values y; of a variable y for the ith person, ieU.By Y = Zyi we
1

denote the population total which we require to unbiasedly estimate from a sample s

chosen from U according to a design P with a probability p(s). For P the inclusion-

probability 7, = p(s) for every i and also the probability 7, = >_ p(s) for every pair

s3i S$3i, j

(i, J), 1 # j are supposed to be positive. We shall restrict to an estimator for Y of the form

N
ty =D Vbl (D)
1

Here 1, =1/0 if i e s/(i ¢ s) and by for every s and every i is free of the co-ordinates of
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Introducing some  non-zero  numbers  w,,ieU and  writing
d, _Zp byl —1 (b I, -1) and B, =Zdijo it is well-known that provided
J

> p(shyly =1VieU, t, has its design based expectation E_(t,)=> p(sk, =Y VY

S

i.e tp is unbiased for Y and its design variance is

tb):nyCiJrZZyiijij .................................... (2)

writing C, Zp Z1,-1 and C, _Zp shybg Iy —1 1y = 141,. Alternatively,

W, W

vide Chaudhuri (2010) V, (t =X X wwd, ( —L] +z\3,’v—i e 3)

A particular case of ty is t, = ZL the Horvitz & Thompson’s (1952) estimator with a
T

J+Zzyy[ —7 J e (8)

1# ] 7[7[1

variance V =V, (t, )=y, (

for which an alternative form is
v\ ‘
= ZZ(”/’J ~ 7 )[L__JJ +ZM
i< j i

writing o, St oy - 272' ............................................................... (5)

i J#I
We shall consider two separate cases, namely (I) Qualitative when y; takes only
one of the 2 possible values 1 or 0 and (I1) Quantitative when every y; may take any real

value. In case (1) in each of the formulae (2) — (5) above each y? is to replaced by y; for
i eU and we shall refer to the revised formulae as (2)'—(5)".
Introducing constants Cs and Cgj’s free of Y subject respectively to

> p(s)Cqly =C,, Z p(s)Cy;l; =C; it follows from (2) and (3) that

=Y yiCyly +ZZ V¥ G eermremeenmee e (6)
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has Epv(t) = Vp () ie v is unbiased for V, (&) and
2

=vi(t,)= d1 | Y i I,/ 7

\' —Vp(tb)——iZZj:Win sij !sij WI—W—J +2Wiﬁi il 7T v ( )

with dsi’s as constants free of Y subject to Zp(s)dsijlsij:dij, satisfies

E,V,(t,)=V,(t,) so that v/(t,)=v" is unbiased for V/(t,). Of course in case (I) every
y? should be replaced by y; in the formulae (6) - (7) and when so done these formulae
labelled as (6)' —(7)".

Next we consider the main problem when y; values may not be directly
ascertained from the sampled persons labelled in U because they relate to sensitive and
stigmatizing issues. Then a standard practice is to elicit randomized responses (RR) from

the persons sampled in suitable ways. Section 2 below presents a few standard RR

devices.

2. Certain RR Devices
Case 1. (i) Warner’s (1965) RR device as reformulated by Chaudhuri (2001) is as
follows. A person labelled i if sampled is presented a box of identical cards differing only

in being marked A or A in proportions p:(1- p), (O< p¢%<1j. If i bears a

stigmatizing characteristic A, then y; = 1; otherwise y; = 0. Randomly choosing a card
from the box before putting it back the person responds I;; this I; = 1 if the card type
matches the person’s trait A or A%; else I; = 0. Writing Er, Vg as the operators for
expectation and variance generically for any RR device it follows that
Ex(1))=py; +(-p)A-y,)=(-p)+(2p-1)y, and
Ve(1,)=Ex(I,)1-Eg(1,))= pd—p) since 12=1, and y?=y,. Writing
r :M, one gets E.(r,)=y, and VR(ri):p(l—_p)2=Vi
(2p-1) (2p-1)
We shall assume E E. =E E, =E,say,and E Vy +V Ep =E.V, +V E =V, say.

, say.

Consequently, writing R = (r,,..,r;,...,ry ), and R = Zri ,
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=t,|yp = 2Tyl and e, :tH‘Y—R:Z,rz_: one gets E(e,)=E,(t,)=Eq(R)=Y
and also E(e, )=E,(t,)=Ex(R)=Y i.eboth e, and e, are unbiased for Y. Further,
V(e,)=V, [E (e)]+E,pVa(e,)]
)+ E [ Vb2 |
=Zyi YD YYCy D V(L C)

i= j

=ExE,| D.rC S,Is,+ZZrIrJCS,JISU}+ERE{ZVi[i+CsiJlsi]

iz ﬂ.i

So, v(e,) =Y rCyly +>. > rr,Cqly +ZV{£+CSJISi et (8)

i 7T
is an unbiased estimator for V (g, ). Alternatively,
V(eb)zvR lEp(eb)J+ Eq |.Vp(eb)J

_v, (S )+ E, [—ZZWWd( : J:er-v_zlﬂl

1# ]

iz W, Wj Win i

:Zvi{_zz (V+yl WV +2yj_2yiyj}+zviv+vyi4

Wi

R TN ]

[E |

Let v(e,)=—. > ww [___jz y S”+Z h ﬂ.| +ZV 19

Then, ERV'(eb) ! _; I +WJZ} sij | sij +z i S_i +2Vi%
(&)= E,Eq[v(e, )]

- 3 S wwd, ( —Jv—jj + Z%:ﬂi * ZV‘(l_%J

i~ J

W.

p.1942
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Then, V'(g, ) is unbiased for V(g, ).

Again,

So, v(e Zr[l EJ 5‘+ZZ ( ji+zﬁﬁ
TT. T, :
is an unbiased estimator for V (e, ). Alternatively,

V(eH )=VR (Ep(eH ))"‘ ER |.Vp(eH )J

i< j

ZVH{ZZ{ Jihﬁ_%pzﬁﬁl

=zz@m—@{%_§f+z%ﬁ+zﬁ@w»

i< j

N

An unbiased estimator for this V (e, ) is
=3 (z7, -7, )( Iﬁ@%iﬁ@ia-%_ﬂi)h............(g)
i< ] T ) T T T, T, T,

While employing Warner’s (1965) RR device some respondents may be found to
opt for giving out the actual facts treating the item not stigmatizing at all. Let a part s; of
the sample s chosen with probability p(s) yield the true values vy, for ies but in the
remainder s, of the sample s only r,for ies, is available on applying the Warner’s

(1965) RR technique as narrated already.
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Then we may consider in estimating Y:Zyi, the three entities namely

t - Z yl Si sn Z yibsi ' eb = Z I’ibsi and el; = Z yibsi + Z ribsi ' ertmg

ies ies ies; ies,

ZrbSI + z b, we may note ER(eb|yi, 1 €5,)= €] eveeieeieee e (10)

E.(e})=t, = Ex(e,). Denoting the conditional expectation-operator Eg(e|y; ies,) by
E.s letus note following Chaudhuri & Saha (2005),
Eqle, — €] = Eglle, —t,)— (e —t,)f
=V, (e,)+Vq(e]) - 2Eq (e} —t, )Ecx (e, —t,)
=V (€,) - Va(e;) giving
Ve(€))=Ve(e,) - Exle, — &) <Val(e,)
So, V(e))=EVq(e)+V,Ex(e])

= EVa(e,)—E,Eq(e, —€) ) +V,Eq(e,) because Eg ()= Eg(e,).

Thus, V(e)) =V (6,) — B, Er(By =€ F cverereiii et (11)
So, one unbiased estimator for V (g} ) is v, (e} )=v(e,)— (&, =€) veeveeeererrrrrrrerenn(12)
Noting, Eg(e,—€ ) =E {Z } ZV, 2 it follows that an alternative
unbiased estimator of V(e[ ) is v,(e,) = ZV, z.

From (11) it follows that if some sampled people opt to give out the true
responses while some others produce randomized responses then a greater efficiency in
estimation may be achieved on going for utilization of the known direct responses
combined with the randomized responses gathered from two complementary parts of the
sample.

There is an alternative approach in handling optional RR’s. We report Chaudhuri
& Dihidar’s (2009) work in this context in brief. In trying to unbiasedly estimate the
proportion @ of people bearing a stigmatizing characteristic a person sampled i, say, may

be approached with a request either to (1) give out the genuine truth about bearing A or
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its complement A® or alternatively to (2) implement Warner’s (1965) RRT offering a box

of cards in proportions p:(1-p), (0< p # % <1) marked A rather than A°.

Let y, =1/0 if i bears A/ A,
I.=1/0 if i finds a ‘match’ in the card-type versus his/her real feature and

Ci(O<Ci <1) be an unknown probability that i responds using the option (1) above

rather than (2).
Letting
zi = y; with probability C;
= I; with probability (1 - C;)
it follows that
E(z)=Cy, +@=C)[py; + (L p)L-y,)] -
To estimate y; it is an easy course to eliminate C; by getting an independent response z;

from i allowing a second box to execute Warner’s (1965) RRT with a different proportion

p'(p’# p, 0< p’ <1) of A/A®-marked cards.

(1_ p')z _(1_ p)zi
(p-p)

y, = Eo(r) and also, Vi (r,)= E4(r, —1)r. so that v, =r.(r, —1) is an unbiased estimator for

Then, one may work out r, = so as to get

V, =Vg(r). Then, corresponding to t,=> yb; one may employ f, =>rb; to

unbiasedly estimateY:Zyi. Then one may unbiasedly  estimate

V(fb): EpVR(fb)+VpER(fb): ERVp(fb)+VREp(fb) by

\71(fb)=2vi(b§i)+KZriC5i+ZZrier5in and also by

ies ies i= ]
vz(fb)zzvi(bsi)"‘{zricsi +erirjcsij:| .
les les I#] €S
Again, if the stigmatizing variable refers to real numbers like days of drunken

driving, numbers of induced abortions, amount spent on gambling etc, then also an

optional RR approach may work as follows, vide Chaudhuri & Dihidar (2009).
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Suppose a person labelled i may, with an unknown probability C; give out the true
value of y; or with the complementary probability (1-C;) give an RR on executing a trick
as follows.

Suppose the person i is offered a box carrying cards marked ay, .., &;, .., am and a
second box with cards marked by, by, ..., b with a request to independently take one card

from each and report the value I; =a;y; +b,, say and independently repeat this exercise

to likewise report a second value 1/ =a,y, +b{, say, using a 3 box with cards marked
b,....b[ .
Letting z; = y; with probability C;
= |; with probability (1-C;)
and z/ =y, with probability C;
= 1/ with probability (1-Cj)

m L L
and defining u :l a, U :i b, :i b, # 14, one may work out
a m j b L b L b
j=1 1 1
Ex(z)=Ciy, +(1-C) (yis, + 1)

ER(Z;)zciyi +(1_Ci)(yi:ub +ﬂt§)

yielding r; = (¢42, — 14,2])/ (4, — 11,)-

Repeating this exercise entirely once again one may work out a second independent

observation ry distributed identically as ry; to derive (A) r. :%(r1i +1,,) with Eo(r)=y,

and (B) v; :%(ry - r2i)2 with ER(Vi):Vi :VR(ri)'

The rest follows as in earlier cases, vide Chaudhuri (2011).



Int. Statistical Inst.: Proc. 58th World Satistical Congress, 2011, Dublin (Session STS001) p.1947

References

Chaudhuri, Arijit (2001). Using randomized response from a complex survey to estimate
a sensitive proportion in a dichotomized finite population. J.
Stat. Plan. Inf. 94, 37-42.

(2010). Essentials of Survey Sampling, Prentice Hall of India, New Delhi.

(2011). Randomized Response and Indirect Questioning Techniques in surveys.
Chapman & Hall, CRC Press, Taylor & Francis Group, Boca
Raton, FL.US.

Chuadhuri, Arijit and Dihidar, Kajal (2009).
Estimating means of stigmatizing qualitative and quantitative

variables from discretionary responses randomized or direct.

Sankhya B71, 123-136.

Chaudhuri, Arijit & Saha, Amitava (2005).
Optional versus compulsory randomized response techniques
in complex surveys. J. Stat. Plan. Inf. 135, 516-527.

Horvitz, D.G. & Thompson, D.J. (1952).
A generalization of sampling without replacement from finite
universe. J. Amer. Stat. Assoc, 47, 663-685.

Warner, S.L. (1965). RR: a survey technique for eliminating evasive answer bias. J.
Amer. Stat. Assoc. 60, 63-69.



