Int. Statistical Inst.: Proc. 58th World Satistical Congress, 2011, Dublin (Session STS001) p.1948

A MAGICAL TALK: ESTIMATING AT LEAST SEVEN
MEASURES OF QUALITATIVE VARIABLES FROM A
SINGLE SAMPLE USING RANDOMIZED RESPONSE
TECHNIQUE

Lee, Cheon-Sig, Sedory, Stephen A., and Singh, Sarjinder
Department of Mathematics

Texas A&M University-Kingsville

Kingsville, TX 78363-8202, USA

Email: kuss2008@tamuk.edu

ABSTRACT

A social scientist could be considered to be a tool-less mechanic if he/she does not have the appropriate
statistical tools for collecting, analyzing and interpreting a dataset. Good tools are required for a mechanic to make a
good vehicle. In the same way, good statistical tools are required for a social scientist to collect, analyze and
interpret a dataset. The dependency of a social scientist on statistical tools is in no way less than the dependency of a
mechanic on mechanical tools. A mechanic cannot build a vehicle without mechanical tools. A social scientist
cannot build a model of a phenomenon for a society without collecting, analyzing and interpreting the views of
persons from the same society in an appropriate way. In this talk, like a magician can show several birds flying out
of an empty basket, we shall show that at least seven parameters of interest to a social scientist can be estimated
from a single sample and one response from each respondent in the sample. A real survey data application is given.

1. Introduction

Warner (1965) proposed an interviewing technique, called Randomized Response, to protect an
interviewee’s privacy and to reduce a major source of bias (evasive answers or refusing to respond) in
estimating the prevalence of sensitive characteristics in surveys of human populations. Warner (1965)
designed a randomization device, for example a spinner or a deck of cards that consists of two mutually
exclusive outcomes. In the case of carks, each card has one of the following statements: (i) I possess
attribute A; (i) I do not possess attribute A. The maximum likelihood estimator of =, the proportion of
respondents in the population possessing the attribute A, is given by:

;}W:M , P#05 (1.1)
2P -1

where N, is the number of individuals responding “yes”, n is the number of respondents selected by a
simple random and with replacement sample (SRSWR), and P is the probability of the statement “I
possess an attribute A”. The variance of 7,, is given by:

. \_zll-x) P(-P)
V(7y)= A (1.2)

Odumade and Singh (2009) suggested another randomized response model (which we refer to as the
OS model) using two decks of cards. Each deck of cards, designated Deck-1 and Deck-1I, is the same as
in the Warner’s model, but with different probabilities. Under the OS model, respondents go through the
Warner’s model twice for a single attribute.
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Christofides (2005) developed a new method to estimate the Q
proportion of individuals having two sensitive characteristics which
we describe in detail : Assume that in a population € some
respondents possess either sensitive attribute A or sensitive
attribute B both A and B or none of these. A pictorial
representation of such a population is shown in the Venn diagram in
Figure 1.2. Let x, be the population proportion of the people

possessing the sensitive attribute A; 7z be the population Figure 1.2. Population of interest.

proportion of the people possessing the sensitive attribute B; 7,5 be the population proportion of the
people possessing the both sensitive attributes AN B. Note that (AUB)° #® and (AUB)* U(AUB)=Q.

Christofides (2005) developed estimators for 7,, 75, 7Tag, and 7 AB - In this study, we developed two
different methods for estimating nine different parameters: 7,, 7z, ZTag, 7 AB> Pass Tas> Fasss 7ds

and RR(A| B), where p,g stands for correlation coefficient between two the sensitive characteristics, RR

stands for the relative risk of A given B, and other parameters are to be defined below. The methods
developed here are simpler and more practical than the Christofides’ (2005) model. The first and second
proposed methods are named the Simple Model and the Crossed Model, respectively, in the following
sections.

2. Simple Model

We consider selecting a simple random and with replacement | € A with probability P
sample of n respondents from the given population. Two shuffled | € A°with probability (I—P)
decks of cards are provided to each respondent in the sample. The Deck-l
decks are marked as Deck-I and Deck-II and each deck is comprised
two sgrts of card§ 'that indicate yvhether or not the respondent possesses | € B with probability T
a particular sensitive characteristic. Two types of cards are present in P .
proportions as shown in Figure 2.1. Each respondent is requested to | «B" with probability (I_T)
draw one card from each deck, matches his or her status with the Deck-Il
statement on the card drawn from Deck-I and Deck-II, and then Figure 2.1. Two Decks of Cards
reports the result in terms of “Yes or No” without reporting the statement written on the card to the
interviewer. The probabilities of (Yes, Yes), (Yes, No), (No, Yes), and (No, No) are denoted as 6, 6,,,

6, , and 6, , respectively. Responses fall into four categories as follows:

Category 1: (Yes, Yes) response results from four different ways. If the respondent possesses both
sensitive characteristics A and B and draws statements “1 € A” and “| € B” from Deck-I and Deck-
II, respectively, then the respondent is requested to report (Yes, Yes). If the respondent possesses a
sensitive characteristic A, but B, and draws statements “| € A” and “1 € B®” from each deck of
cards, respectively, then the respondent is requested to report (Yes, Yes). If the respondent possesses
a sensitive characteristic B, but A, and draws statements “1 € A°” and “| € B” from each deck of
cards, respectively, then the respondent is requested to report (Yes, Yes). If the respondent does not
possess either sensitive characteristics A and B and draws statements “1 € A°” and “1 € B”, then the
respondent is requested to report (Yes, Yes). Thus, the response (Yes, Yes) may result whether a
respondent belongs to group A, A°, B, or B® and hence, their privacy will be protected. The
probability of getting the response (Yes, Yes) is given by:

60, =(2P-1)2T 1)z pg + 2P -1)1-T )z, +(1-P)2T = 1)z5 +(1-P)1-T) (2.1)
Category 2: In the same manner in the (Yes, Yes) response, the response (Yes, No) may result from
four different ways; the probability is given by:

0, =—(2P —1)2T = 1)z pg + 2P =1)Tzp +(1-P)2T —1)z5 +(1-PJT (2.2)
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Category 3: Similarly, the response (No, Yes) results from four different ways and has the probability

given by:
Oy =—(2P =1)2T Dz g + (2P =1)1 =T )z + PQT — 1)z + P(1-T) (2.3)
Category 4: Similarly, the response (No, No) results from four different ways, and has the probability
given by:
Oy = (2P —1)2T =)z p5 + (2P —1)T 7, + P(2T = 1)zg + PT (2.4)
Responses from n respondents can be classified into the four | Responses Yes No
categories as shown in Table 2.1 and the corresponding true Yes nyq Ny
probabilities of these responses are shown in Table 2.2. Note that No Moy Noo

6, 6, 0, ,and 6, are given in the equations (2.1), (2.2), (2.3), Table 2.1. Observed responses
and (2.4), respectively and that ,+6,+6,,+6,=1. Note also that

R R R True Deck-II
N+ +Ny +Nye=n. Let &,=n,/n, ,=n,/n, 6,,=n,/n, and Probabilities Yes No
éoo =Ny, /N be the observed proportions respectively of (Yes, | peck-I Yes 011 010
No 601 600

Yes), (Yes, No), (No, Yes), and (No, No) responses.

Table 2.2. Expected proportions
The least square distance between observed proportions and true proportions is defined as follows:

D=— zz(eu 9”)2 (2.5)

i=0 j=0
On setting b =0, D =0, and b =0 to minimize the least squared distance D, and by using the
T Org O g

method of moments, we have the following theorems:
Theorem 2.1. Unbiased estimators of the population proportions 7, 7 , and 7,5 are given by:

2 _éll+é10_é01_é00+(zp_1)

= 2.6
A 2(2P -1) 26)
7 :én_éloJrém_éooJr(ZT_l) .7
° 2(2T -1) '
and
s _(P+T)o, +(T=P),y +(P—T)0y +(2-P-T)0y ~T(1-P)-P(-T) 2.8)
e 2(2P —1)2T -1) '
for T #0.5 and P#0.5
Theorem 2.2. The variance of 7,, 75, and 7,5 are given by:
.\ 7all-7,)  P(-P)
V — A A + 29
() n n(2P 1)’ 2
- y_mell=7g)  T(-T)
\Y =B 2.10
(7a)="220 n(2T - 1) 1
and
V)= 7l =7p)  (2P=1)T(1-T )z, +P(1- IZ)(2T —122 +PT(1-P)1-T) @.11)
n n(2P—1)*(2T —1)
for P=T #0.5
Now, we suggest a natural estimator of the conditional proportion 7 AlB aS:
7 pp = ’ATAAB (2.12)

g
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Then we have the following theorems:

Theorem 2.3. The bias, to the first order of approximation, in the estimator 7 AB is given by:
. Viz CovZ pg, 7
B(/ZAB)Zﬂ'AB{ (23)— ( AB B)} (2.13)
g a7t
where COV(7 g, 75 )= 28 (-7g) TA-T )”5
n n2T -1)
Theorem 2.4. The mean squared error, to the first order of approximation, of the estimator 7 AB is given
by:
. V(7 V(7 2COV( 7T pp, 7
MSE(”AB):ﬂiB{ (7ZAB)+ (728)_ (”AB ”B):| (2.14)
7 pg g a7

An unbiased estimator of the proportion of persons possessing exactly one characteristic, say A but not B,
T g, 18 given by
Tpg =7p—Tpg (2.15)
Theorem 2.5. The variance of the estimator 7, g is given by
V(7pg)=V(%4)+V (7ag)— 2COV(7 5, 7 a5 ) (2.16)
An unbiased estimator of the proportion of persons who possess at least one of the characteristics A or B,
that is, 7 g is given by
Tag =7p+7Tg—Tpg 2.17)
Theorem 2.6. The variance of the estimator 7, g is given by
V(#p5)=V(72)+V (75 )+V (a5 )+ 2COU(7 5, 75 )~ 2COV(7 5, A g )= 2COV(7g, 7 pg)  (2.18)
Zpg(1=75) " Pd- P)ﬂzs and COV(% ,, /) = Tpg — A8
n n(2P -1) n
Following Rosner (2006), we define a natural estimator of a relative risk (RR) of a respondent belonging
to group B given that the respondent belongs to group A as:

where CoV(7 u5, 75 )=

RR(B|A)= M (2.19)
”A(”B 7 aB )
Then we have the following theorems:
Theorem 2.7. The bias in the estimator RAR (B|A), to the first order of approximation, is given by:
B(RAR(B|A)j=RR|: z\/(ﬁ-A) + V(/Z\-B) 2+ ”BV(/Z\-AB) - + COV(/Z\-A’/Z\-B)
ma(l-7,) (76 —7pa) 7pe(7g —7ng) aa(l=7a N7 =7 p8)
_ TgCOV(7 4, 7 pg) _ (g +”AB)C0V(7%B’7A[AB)} (2.20)
> .
”A”AB(I_”A)(”B_”AB) ”AB(”B_”AB)

Theorem 2.8. The mean squared error of the estimator RAR(B|A), to the first order of approximation, is
given by:
A T A A A A
MSE(RR(B|A)} _ RRZE{ 27T|3V(7TAB) 4 2V(7TA) 4 V(%) - 275COV(7 5, 75
ma(ms —7as) mA(-7a) (75 —7g) a7 pa (L= 7 g ~ e
 275CoV(#g, 7 45) . 2Cov(7 5, 75) }

”AB(”B_”AB) ”A(l_”A)(”B_”AB)

@2.21)
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Now we consider a usual estimator of the correlation coefficient p,g as:

. T pg — A AT
Ppp =F—L=AF__ (2.22)
\/”A(l - ”A)\/”B(l —7Tg)
Then we have the following theorems:

Theorem 2.9. The bias in the estimator p,g, to the first order of approximation, is given by:

B(ﬁAB)ZPAB{HV(iA)*‘Fsv(iB)“'Fs COV(”A’”B)+F7 COV(”A:”AB)+F8 COV(”B’”AB)} (2.23)
A 7g - 7T A% aB 78T AB

Theorem 2.10. The mean squared error of the estimator p,g, to the first order of approximation, is given

by:
MSE(,OAB) ,DAB|:F2V(7TAB) FZZV(ﬁz'A)_l_F32V(7iB)+ZFIFZCOV(RA-AJ%AB)
7 aB N 4 7T A7 AB
. 2F1F3Cov(7%B,7%AB) 2F,F,Cov(7,, 74 } 2.24)
87 B g
where F, = 7T aB . F,= TaTs (I_ZHA)’ F, = a8 (1 27[8)’
7B T AR 7TaB T AR 2(1_77A) A ~ Tt (1 ”B)
T AT (1 - 27Z'A) TTa 3(1 - 27rA) TCATg (1 - 27[8) b 3(1 - 277.'3)
F, = + + 5, Fs = + + o
2(1_7[A)(7[AB _”A”B) 2(1_7TA) 8(1—7TA) 2(1_”B)<77AB _”A”B) 2(1_”3) 8(1—71'3)
1-27, =27y +37 7y T AT 7Z'AB(1—272'A) ﬁAB(l—ZﬂB)
6 = - , k= and K=
4(1_”A)(1_”B) 7pB ~TA%B 2(1_”A)(7TAB_”A”B) 2(1_”BX”AB_”A”B)
Now we consider an unbiased estimator of the difference between two proportions 7, as:

Then we have the following theorem:

Theorem 2.11. The variance of the estimator 7, is given by
V(#)=V(74)+V (%) 2Cov(74, 75) (2.26)
When proportions 7, and 7y are considered independently, variances of V(frA) and V(frB) remain
same as in the Warner (1965). However, the case of independence is of no interest in this study. Thus,
the proposed simple model has the advantages of estimating additional parameters, such as 7,5 , Tpg,

Tag> TaB > RR(A|B), Pag» and my etc. These make it possible for a social scientist to relate two
sensitive characteristics to make a more insightful decision about the prevalence of such characteristics in
a society under study. Now a natural question arises: Is it possible to develop a model with two decks of
cards which could be more efficient than the Warner model even while estimating only the individual
population proportions 7, and 7z as well? This idea motivates to think about a new model in the

following section which is labeled as Crossed Model.

3. Crossed Model

All assumption and the procedure are | € A with probability P | € B with probability T
the same as in section 2. The method | | cB°with probability (1-P) | € A°with probability (1-T)
uses two decks of cards as in section 2. Deckal Deckoll
The two decks for the Crossed Model are
shown in Figure 3.1. Figure 3.1. Two Decks of Cards
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With the crossed model, each response, (Yes, Yes), (Yes, No), (No, Yes), and (No, No), of individuals in
population may also occur from four different ways; the probabilities of getting each response are given

by:
O, =T pg {PT +(1- P)(l—T)}—ﬁA(l— PY1-T)-zg(1-P)A-T)+(1-P)1-T) (3.1)
05y =1 pg {PT +(1=P)1=T)}= 7o {(1-P)T =1} =725 (1= P)T + (1= P)T (3.2)
Opy =7 pg {PT +(1=P)1=T)} = 7,P(1-T) = zg {PA-T) - 1}+ P(1-T) (3.3)
and
Opy = 7 pg {\PT +(1=P)(1=T)}-z,PT — 2z PT + PT (3.4)
Responses from the n respondents can be classified into the four | Responses Yes No
categories as before, as shown in Table 3.1, and their Yes ni, njo
corresponding true probabilities of these responses are as show in No nHy nHo

Table 3.2. 6,,, 6, 6;,,and 6, are given in the equations (3.1), Table 3.1. Observed responses
(3.2), (3.3), and (3.4), respectively. As before, we note that:

0, +6,+6, +6,, =1 and n', +nj,+n;, +n;, =n. Recall that our Ui Declell
1160 T o1 + Yoo 1o ror T o0 Probabilities Yes No

aim is to estimate the three unknown population proportions 7, , " "

d f the respondents belonging to groups A, B, and | Deck-I Yes O 910
7g and 7ag O PA* ) E g : g g e No 6%, 6%,
AN B, respectively. Let 6, =n;,/n, 6,,=n,,/n, 6, =n, /n, Table 3.2. Expected proportions
and égo = n;‘O /n be the observed proportions of (Yes, Yes), (Yes, No), (No, Yes) and (No, No)
responses.
The least square distance between observed proportions and true proportions is defined as follows:

* 1 1 ! * Ak
D'=>%> (6;-6;)’ (3.5)
255

On setting b =0, b =0, and ob =0 to minimize the least squared distance D, and by using the

TTp org OT pg

method of moments we have theorems as follows:

Theorem 3.1. Unbiased estimators of the population proportions 7,, 75, and 7,5 are given by:

i = 1, 0-P+ 1)(63;‘1 -8, )+ (P+T- 1)(9"1*0 -6, )

3.6
2(P+T-1) 3.6)
a1 (=T 1l =G0 )+ (P+T - 1005 - 1) 5
B — .
2 2(P+T -1)
and
= PTO;, —(1-PY1-T);, -
PT+1-P)A-T)}P+T -1)
for P+T #1.
Theorem 3.2. The variances of 7,, 75, and 7,5 are given by:
V(74) = ”A(l_”A)+ (1- P)[T{PT +(1- P)(l—T)}(lz_ Tp—7g + 27 pg )] (3.9)
n n(P+T-1)
V(/z‘.;) — EB(I_”B)+ (I_T)[P{PT +(1_ P)(I_T)}(lz_ﬂ-A —7g +27[AB)] (310)
n n(P+T-1)

and
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s Tag(1=7p5) 1
vV _ T AB) |
) n n{PT +(1=P)L-T)(P+T 1)
x| 74 PPT2 +(1=P)2(1=T)2 = (PT +(1-P)1-T)}(P+T 1)}
+PT(I=P)I-TYP+T —1)1 -7, — 75)] (3.11)
The natural estimator of the conditional proportion 7 AB is given by:

A = L2 (3.12)

g
Now we have the following theorems:

Theorem 3.3. The bias, to the first order of approximation, in the estimator 7%;\3 is give by:

» V(%) COV(Zag,7s
B(ﬁNB):ﬁAB|: ( 2B) _ ( AB B):| (313)
g T as7B

here Cov: f[*):ﬁAB(l—ﬂB)+ﬂABP(l—T)(T—P+1)+PT(l—P)(l—T)(P—T+1)(1—7rA—7zB)
e e e n n(P+T —1) n{PT +(1-P)I-T)(P+T —1)°

Theorem 3.4. The mean squared error, to the first order of approximation, of the estimator 7%;\5 is given by

» V(%xs) V(7n) 2COV(7n, 7
MSE(EAB):%{ (fg)  V(Hy) 2Cov(s AB)} G5.14)
7T aB g 77 A

An unbiased estimator of the proportion of persons possessing exactly one characteristic, say A but not B,
T a_g » 1S given by

Aap =7%a—7ng (3.15)
Theorem 3.5. The variance of the estimator 7, g is given by

V(g )=V (#3)+V(#36 )- 2Covl#, 73 (3.16)
An unbiased estimator of the proportion of persons in the population who possess at least one of the
characteristics A or B, that is, 7, g is given by

Ting =7n+7g—Tng (3.17)
Theorem 3.6. The variance of the estimator 7, g is given by
V(#5s )=V (75 )4V (55 )+ V (756 )+ 2Cov( 7, 21 )- 2Cov(#5. 74 )- 2Covl(75. 7 ) (3.18)
Now, we define an estimator of a relative risk (RR)of a respondent belonging to group B given that the
respondent belongs to group A as:

RR" (BA)= H’ZAB::Z;) (3.19)

Then we have the following theorems:

Theorem 3.7. The bias in the estimator RAR* (B|A), to the first order of approximation, is given by:
B(RAR*(B|A)J ) RR{ 2\/(@\) . Vi) . 7oV (75) . Covlz;. ;)
”A(l_”A) (”B_”AB) 78 (75— 7g) ”A(l_”A)(”B_”AB
ﬁBCov(fr};,frZB ) (75 + 7 pg )Cov(fzg g ) (3.20)

”A”AB(I_”A)(”B_”AB) ”AB(”B_”AB)Z
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_mpp(l-7y) 7y TA-PYP-T+1) PTU-PYI-TYT-P+1)l-7,—7)

where Cov(;%:B, ;%Z) and
n n(P+T-1) n{PT +(1-P)A-T)P +T —1)?
cov (33,25 )= mal-7,)-7 PT+(1=P)1-T)} PT+(1-P)I-T)+(P-TH1-27, )(1-7,—75)
e 2n

{PT +(1—;)(1—T)}2{1—;zA—;zB + 27 0 }
2n(P+T -1)

+

Theorem 3.8. The mean squared error of the estimator RAR*(B|A), to the first order of approximation, is
given by:
MSE(RAR*(B|A)J - RRZE{ 73V (#50) . vi#) _+ vi#) . 2 Coul. 74 )
ma(ms —7as) TA(=7a) (75 —7g) 77t (1= 7 N5 =705
_2mgCovliy ), 2Co#3.23)
”AB(”B_”AB) ”A(l_”A)(”B_”AB)

The usual estimator of the correlation coefficient between two sensitive characteristics, 0 ,g,1s given by:

(3.21)

Ak Ak

Ak
TTag —7TaTg

e =
* Jma-aora-#)

(3.22)

Then we have the following theorems:

Theorem 3.9. The bias in the estimator Pz, to the first order of approximation, is given by:

B2, )- pAB{H V(@:L . V(@;L . Covli; 23 , . Couli s ) | . Covl#s, 1 )} 523

T g TTpTlg T A7 A g7 pg

Theorem 3.10. The mean squared error of the estimator Pz, to the first order of approximation, is given
by:

2

MSE(51) - pi{ﬁz V() 2 v(fz;;)+ 2 v(;%zg ), 2FF.Cov(#;, 71

T TTa g LU
L 2FFCovlzy, ) |, 2F, Fﬁov(;%,i,;%é)} 20
77 ag TaTg
Now we consider an unbiased estimator of the difference between two proportions 7 as:
Ty =7p—Tg (3.25)
Then we have the following theorem:
Theorem 3.11. The variance of the estimator 7 is given by
V(#; )=V (#s)+v (75 )-2cov(zs. 75 ) (3.26)

Although we tried to compare the variances of the proposed estimators of the different parameters
analytically to develop some theoretical conditions for efficiency of one estimator over another, the
expressions are too complicated to reach at any conclusion. Thus, in the next section, we compare the
estimators of different parameters through numerical illustrations to suggest the usefulness of the
proposed models based on the performance of the estimators in different situations.
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4. Comparison of Two Types of Models
We define the relative efficiency of the proposed estimators 7%;, /rg and frZB with respect to the
estimators 7,, 7y and 7 ,g, respectively, as:

V(7a

RE(#.4) =1 V(Za)

. x100%,RE(ﬁ;,ﬁB)zv(—’fE)xloo%,and RE(Zpg»Zpg) = — 2
N V(7g) V(7 pg

x100% )

We used a FORTRAN program to find values of the percent relative efficiency for different choice of the
parameters. We decided to keep the choice of P =0.7 and T =0.7 in both the simple and crossed model.

The values of 7,5 (which we generally expect small in a real survey) was fixed at 0.05, 0.1 and 0.2, and
the values of 7, and 75 were changed from 0.01 to 0.99 with a step of 0.01. Note that the relative

efficiency expressions are free from the sample size, but in the FORTRAN code conditions were imposed
that 7ag <7y, 7mpg <7y, and 7, +7g5<0.99. Graphical representation of the percent relative

efficiencies is given in Figures 4.1 through Figure 4.3 for 7z pg =0.05, and similar results are observed for
7zag equal to 0.1 and 0.2.

REA VERSUS PIA AND PIB FOR PIAB=0.05 REB VERSUS PIA AND PIB FOR PIAB=0.05

Figure 4.1. Percent relative efficiency of the estimator | Figure 4.2. Percent relative efficiency of the estimator
7 , With respect to the estimator 7, for 7,5 =0.05. 7 With respect to the estimator 75 for 7,5 =0.05.

REAB VERSUS PIA AND PIB FOR PIAB=0.05

Figure 4.3. Percent relative efficiency of the estimator | Figure. 4.4. Sarjinder Singh (Left) with a deck of cards and a conference
attendee (Right) drawing one card from the deck at the booth STAT-

Ak - - A
7T 5 With respect to the estimator 7,5 for 7,5 =0.05. | HAWKERS at the Joint Statistical Meeting, Miami Beach, FL.
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Figures 4.1-4.3 show that the estimators 7,, 75 and 7, remain, respectively, more efficient than
the estimators 7, 7y and 7,5 . Inthe same way, the estimators of the other parameters considered and

obtained from the crossed model were found to perform better, from the relative efficiency point of views,
than those obtained from the simple model. In short, we found that the proposed crossed model is always
more efficient than the proposed simple model for all nine different parameters. Details of these results are
available in Lee (2011).

5. Survey Data Application

Sarjinder Singh organized a booth, STAT-HAWKERS, at the Joint Statistical Meeting, Miami Beach, FL
during July 31 to Aug 3, 2011, to promote his research among the distinguished statisticians attending the
conference (Figure 4.4). At the booth he displayed the ‘simple model’ and the ‘crossed model’ using a poster. The
problem of estimation of proportions of smokers, drinkers and both was considered using the proposed crossed
model. He made two decks of cards: Deck-I, a green deck of cards and Deck-I1, a pink deck of cards. Two types of
cards bearing two different statements made up the green deck of cards: 56 cards with the statement, “I consider
myself a smoker” and 24 cards with the statement, “I do not consider myself a drinker.” Two types of cards bearing
two different statements made up the pink deck of cards: 56 cards with statement, “I consider myself a drinker” and
24 cards with the statement, “I do not consider myself a smoker.” During the three days, a total of 75 conference
attendees participated in the survey. The respondents took an interest after being assured of their anonymity. The
respondents were cooperative and smiling while drawing cards. Many participants also told that they felt like they
were playing a card game. A two-way classification of 75 responses is given in the Table 5.1. By using the proposed

crossed model estimators, the estimate of proportion of smokers is 0.240, | Table 5.1: Responses from the survey.
that of drinkers is 0.360, and that of smokers as well as drinkers is 0.237. It Pink Deck-11

seems that a smoker is likely to be a drinker, but a drinker may not be a | Green Deck-I Yes No
smoker. The estimate of correlation between smoking and drinking attitude | Yes 13 14
is 0.733569. The estimate of the relative risk of a drinker to be a smoker is No 23 25

140.44, which means a smoker is 140.44 times as likely to be a drinker than a non-user of both; whereas the estimate
of the relative risk of a smoker to be a drinker is 6.10, which means a drinker is 6.10 times as likely to be a smoker
than a non-user of both. This study shows that 63.7% among the conference attendees had neither a drinking nor a
smoking habit.

6. Discussion

In conclusion, we have created new and more efficient estimators of proportions of people possessing
sensitive characteristics in a population and in the process have magically produced seven additional
estimators of parameters involving the relationships between the two sensitive characteristics.
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